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Abstract. Crowds is a peer-to-peer system for protecting users’ anonymity
for web transactions. One of the more serious disadvantages of it is the de-
gree of anonymity provided with respect to the colluding system members:
the one who forwards a message to a colluding node is more likely to be the
originator of the message than any other member in the system. Further-
more, with the system size growth, the probability that the request came
from the initiator of the communication becomes more likely.
In this paper we want to assess to which degree Crowds is applicable despite
these weaknesses. To this end, we calculate the needed number of observa-
tions for colluding members in order to determine with arbitrary precision
how often some users communicate with an external service. An additional
question that will be addressed is the possibility to hamper this degrada-
tion of the provided anonymity level by a method for adaptive behavior of
honest members.

1 Introduction

Anonymization networks are designed and developed in order to achieve anonymity
for senders, recipients, or both at the same time. Here, the term anonymity is
defined as “the state of not being identifiable within a set of subjects, the anonymity
set” [9], i.e. the users are protected by means of a set of other users in order to
avoid their identification.

Providing an anonymous communication service for the Internet is a demand-
ing task. While cryptography can be used to protect integrity and confidentiality
of the data part of the packets, everyone along a route of packets can observe the
addresses of the communication partners. To achieve anonymity against third par-
ties a packet’s source and destination addresses must be hidden and its appearance
should vary from hop to hop. Moreover, timing correlations should be thwarted in
order to provide protection against attackers that are able to observe large portions
of networks and therewith have a good overview of the traffic within.

There is a number of proposals and practical implementations of anonymization
networks (see e.g. [10]). Most of them are based on mixing [2], onion routing [6],
or on DC-networks [3]. A number of attacks exist, especially on the low latency
implementations (c.f. [8]) that are not trivial to defend against. Those, based on
the DC-networks, can be used to provide perfect anonymity under some rather de-
manding assumptions [3]. The protocol has serious drawbacks causing questionable
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practical implementation, i.e. it requires secure and reliable broadcast channels, is
prone to channel jamming, inefficient in large networks, etc. [10].

Crowds is a system for anonymous web browsing that was introduced in 1998
by Reiter and Rubin [11] and provides an alternative to the above mentioned pop-
ularly deployed and analyzed techniques. It is a peer-to-peer network with a simple
randomized routing protocol, where all participants forward messages on behalf of
other users as well as their own. It provides security by means of increased path
length and was meant to be a tradeoff between performance and security. The main
idea of Crowds is to hide each user’s communications by routing them randomly
within a group of similar users (“blending into a crowd”). When a user requests a
web page, he sends the request to another (randomly chosen) crowd member. This
member forwards the message to its final destination with probability 1 − pf , or
to some other random participant with probability pf . The participating peers in
the network are called jondos and the central entity for membership management
is called blender (responsible for new user registration, notification of changes in
network, key distribution). Communication between jondos is encrypted, however
each of them sees the content of passing messages, including the address of the
final destination. The final request to the server is usually sent in plain.

Although the originally proposed network is no longer in use, there are re-
cent implementations and proposals using the Crowds algorithm for network layer
anonymization [1, 7, 13]. With this work we aim to make the next step in the se-
curity analysis of Crowds. We want to answer the question to which extend it is
possible to use Crowds, while still keeping up a certain degree of anonymity in the
presence of collusion. Therefore we provide the following two contributions to this
topic:

1. A calculation to determine the amount of observations that have to be made
by colluding nodes in order to determine a user’s peer partners and commu-
nication frequencies with a given accuracy. This calculation can then be used
to determine a set of system parameters and user behavior, where an attacker
will not be able to draw significant advantage from his observations.

2. A proposal for honest nodes’ behavior to hamper this traffic analysis.

2 Related Works

The authors of Crowds provide a fairly detailed security analysis of the system
[11]. They introduce a degree of anonymity that ranges from absolute privacy to
provably exposed and calculate the provided anonymity against local eavesdrop-
per, c collaborating jondos, and an end server. The most interesting and difficult
property to achieve is the degree of anonymity with respect to colluding crowd
members: a set of malicious jondos that collaborate (or belong to the same en-
tity). Rubin and Reiter have already pointed out that the last node forwarding
a message to a colluding jondo, is the originator with a higher probability than
any other given node in the network. The achieved degree of the sender anonymity
in this case is “probable innocence” (from an attacker’s point of view, the sender
appears no more likely to be the originator than not to be the originator) given
that the quotient of colluding nodes is limited by some threshold1 that depends
on the forwarding probability pf . However, “probable innocence” is provided only

1 The interested reader can find more information in [11].



under the assumption of static paths: once a path is established, it does not change
for a longer period of time.

Shmatikov [12] applied formal methods to analyze probabilistic anonymity sys-
tems on the example of Crowds. The results showed that the degree of anonymity
degrades with a larger crowd. That means, if the number of users in a crowd grows
and a colluding member receives a request, e.g. for a web page, the probability
that the request came from the initiator of the communication increases (it is more
likely that the predecessor is the initiator of the communication). Note that this is
contrary to a desired property in the area of anonymous communication where the
provided degree of protection should rise with the number of its users.

Wright et al. [15] have provided investigations on the predecessor attack on
anonymization networks. Crowds was analyzed among other systems. Their ap-
proach is applicable in the case if after some rounds of observations only a single
member of the crowd has reached the threshold on the number of path initiations.
Then he is considered as the communication initiator with a high probability. How-
ever, this work does not cover the situation, where more that one user communi-
cates with some external party, although in web surfing scenarios it is very often
the case that multiple users have common peers. Our approach has additional sig-
nificant improvements over this work, as our calculation will not only be able to
tell which users communicated with a certain peer, but also how frequently this
communication took place. Frequency consideration is important because sending
a few messages to some third party is not necessary a sign for having it as a con-
firmed communication partner: consider for example the case where a user just
receives a link per e-mail and is tricked to enter it in the browser. This would
lead to false positive categorization, which can be easily filtered out with minimum
rates of the communication. Therewith an attacker can define its own threshold in
order to distinguish whether the communication takes place or not. Furthermore,
an honest user can use our analysis to adapt his behavior and improve the degree
of anonymity.

Andersson et al. [1] have empirically compared the correlation between the
forward probability and the quotient of the colluding nodes needed in order to
achieve “probable innocence”, based on the results of Reiter and Rubin [11]. The
outcome was that in order to have an acceptable path length, and thus a limited
forwarding probability pf , the adversary should not be in control of more that 40%
of nodes in the network.

Dı́az [5] has used information-theoretical metrics (effective anonymity set size
and degree of anonymity) that are based on the entropy in order to evaluate the
security features of Crowds. She has also analytically shown that the degree of
anonymity slightly decreases with size of the crowd. An adversary is also able to
extract more information from a crowd with more members because the distribution
of probabilities is less uniform.

3 Model and Calculus

In this section we will shortly display our model of Crowds and then develop our
calculation for the security analysis.

Let n + c be the size of the crowd (please note the difference to the original
notation, where n was the total number of members in the system), c is the number
of colluding jondos and pf is the probability of forwarding in the system as defined
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Fig. 1. A crowd having 8 nodes, performing a website access

in [11]. n + c and pf are system parameters known to everyone, while c is known
only to the adversary. A simple example is depicted in Figure 1.

3.1 Static Paths

In this subsection we will shortly recapitulate the security the Crowds provides for
a single path. This evaluation is also valid for static paths, where the path does
not change once it is initiated.

In [11] Rubin and Reiter calculate ph (in the original notation P (I)), the prob-
ability that a colluding jondo receives a message directly from the path initiator.
Let pl denote the probability for each other honest jondo that the collaborators
on the path receives the message from him, instead of the originating jondo. For
convenience of the reader we provide the formulas here:

ph =
c(n + c − pf (n − 1))

(n + c)(n + c − npf )
(1)

⇒ pl =
1 − ph

n − 1
=

n2(1 − pf ) + c(n − pf )

(n + c)(n + c − npf )(n − 1)
(2)

In order to negate the colluding nodes from gaining any information, i.e. to
provide perfect security, the following must hold: ph = 1

n
= pl. This means that

the one who forwards the message to colluding jondo must be not more suspicious
than any other honest jondo. Taking into account that pf ∈ (0, 1) and n > 1, the
equation does not have a solution for c > 0. Thus it is possible to declare that the
legacy Crowds can not provide perfect security against colluding jondos.

The probabilities ph and pl provide a measure for the security under the static
paths assumption, i.e. if the same path is reused for successive requests. However,
since ph 6= pl, some information is leaked. This knowledge can be accumulated by an
attacker to make more precise statements about the users’ peers. In the following
we will generalize the model and include dynamic paths that change over time.
This means that a new route is constructed either per fixed time period (e.g. as in
original Crowds approach between joins of new nodes), or even per each outgoing
request.



3.2 Dynamic Paths

In the original approach the participating jondo sets up one path for all its users’
communications. This path is altered only under two circumstances: when failures
are detected in the path, or when new jondos join the crowd (in order to protect
the joiners). Note that both are subject to manipulation by an attacker, even if the
system is designed in the way that such an action is only allowed in discrete time
intervals. Thus, even if a crowd uses static paths in order to protect the privacy of
its users, there will be nevertheless changes in the paths under the above mentioned
circumstances. Additionally, Crowds could be extended in order to provide support
for dynamic paths for each request to achieve better performance through load
balancing among the system members. In this case sending a single message can
be seen as a new path creation. Without loss of generality and for the sake of
simplicity we will consider the latter to be the case.

We will assume that the attacker participates in the crowd with c jondos (c ≥

1) and, without loss of generality, only stores the passing communication to a
single external entity, namely Bob. In this section we will calculate the number of
observations t that are needed in order to estimate the amount of communication
that each honest user initiated with Bob with arbitrary precision.

From the adversary’s point of view, there are n jondos that are sending messages
to Bob, each with its own average rate λi per time interval. We model these as
Poisson processes Ai = Pλi

for i ∈ 1 . . . n. This kind of arrival distribution is in
our opinion a fair tradeoff between the analytical complexity and realism. Herewith
we want to provide a first approximation, which can be further refined modelling
arrivals in a more sophisticated manner. The colluding entities observe on average
from the i-th system member the following number of messages to Bob per time
interval:

E[msg to Bob from i] = ph · λi +
(1 − ph)

n − 1
·

n
∑

j=1,j 6=i

λj (3)

With the help of the following matrix M , we can model the number of messages
Oi arriving at the attacker from jondo i to Bob:

M =











ph pl · · · pl

pl ph · · · pl

...
...

...
pl pl · · · ph











(4)

Oi =
∑n

j=1 Pmi,jλj
(5)

The observations can be seen as a vector of observed messages (each element is
the number of messages received from corresponding jondo by colluding members
and addressed to Bob), which is a product of the vector of actually sent messages
with the matrix M (see Figure 3). Since Oi is a sum of the Poisson processes, it is
also a Poisson process with the following properties:

Oi = Pωi
for ωi =

n
∑

j=1

mi,jλj (6)

E[Oi] = V [Oi] = ωi (7)
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We depict the information flow of the Oi in Figure 2 (the thickness of the
lines denotes the sending rate of the corresponding jondos). While the upper lines
denote the rate of own messages to Bob, the lower ones stand for the number of
messages to Bob that are forwarded to the colluding nodes by the corresponding
jondo. There it can be seen that the cardinality of ωi depends on the value of the
λi. Thus, from the observations of Oi it is possible to draw conclusions about the
λi (for t → ∞):

(ω1, . . . , ωn) = M(λ1, . . . , λn) (8)

⇐⇒ (λ1, . . . , λn) = M−1(ω1, . . . , ωn) (9)

Indeed, the matrix M is invertible to M−1 because Crowds is unable to provide
perfect security (ph 6= pl), thus:

M−1 =











p̃h p̃l · · · p̃l

p̃l p̃h · · · p̃l

...
...

...
p̃l p̃l · · · p̃h











(10)

p̃h = n+ph−2
nph−1 (11)

p̃l = ph−1
nph−1 (12)

Under the common values for pf , n, and c (0 < pf < 1, n ≫ c) the following
inequalities hold: p̃h > 0 and p̃l < 0.

Having made the observations of the ωi, it is thus possible to calculate an
estimation for the λi, namely λ̃i as follows:

λ̃i =

n
∑

j=1

m−1
i,jωj (13)

In the next sections, we will discuss the number of observations that an adver-
sary has to make in order to estimate λi precisely enough.
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3.3 Expected Error of ωi

While calculating an estimated mean value for λi is quite simple, we will now
calculate the expected error of this estimation. The attacker can use this measure
to decide whether he already collected enough evidence or needs to observe the
honest nodes for a longer period. To this end, we use a Chernoff style bound for
the probability that a Poisson process X deviates from its mean µ = E[X ] with a
factor of δ ≥ 0. This is (lower and upper bound)

p(X < (1 − δ)µ) <

(

e−δ

(1 − δ)1−δ

)µ

(14)

p(X > (1 + δ)µ) <

(

eδ

(1 + δ)1+δ

)µ

(15)

Now we want to asses which bound is stronger. To this end we show that:

p(X > (1 + δ)µ) − p(X < (1 − δ)µ) > 0 (16)

The latter is due to the fact that for δ ∈ (0, 0.5] the following holds:

e2δ(1 − δ)1−δ − (1 + δ)1+δ > 0 (17)

So if we can guarantee the upper bound with the probability p and the deviation
factor δ, the lower bound is at least as good as the upper one. Let us set k = 1 + δ

(⇒ k > 1), then we have

p(X > kµ) < e−(k log k−k+1)µ (18)

Performing t observations and summing the number of messages that were
received from the i-th jondo it is now possible to estimate the probability p of
the deviation of his sum from k · t · µ. This formula can be resolved to t: for a



desired deviation factor of k and a chosen probability p, the formula determines
the minimum number of observations needed in order to estimate the expected
value (mean) with the given probability p (to be in the interval (µ(2− k), µk) with
the probability 1 − p):

p ≤ e−(k log k−k+1)tµ (19)

⇐⇒ t ≥ − log p
µ(k log(k)−k+1) (20)

To calculate t for each Oi set µ = ωi (average, so far observed) and choose
desired probability p = errp(ωi) and deviation k = errk(ωi):

t(ωi,errp(ωi), errk(ωi)) =

− log errp(ωi)

ωi(errk(ωi) log(errk(ωi)) − errk(ωi) + 1)

(21)

Thus, an attacker can easily determine the quality of his observations. As the
next we will use this to calculate the quality of the attacker’s estimated λ̃i.

3.4 Expected Error of λ̃i

It should be noted that due to the fact that Formula 13 has negative coefficients,
the λ̃i are not Poisson distributed with the parameter λ̃i. But we can still estimate
the expected deviation errk(λ̃i) from the real value (that is arised through the
linear recombination of ωi) and the probability that the real value is within the
bounds of the deviation errp(λ̃i).

errp(λ̃i) = 1 − (1 − errp(ωi))
n (22)

errk(λ̃i) = errk(ωi) (23)

From these, for an arbitrary chosen errk(λ̃i) and errp(λ̃i) it follows that an
attacker needs to have observations of this quality:

errp(ωi) = 1 − e
log(1−errp(λ̃i))

n (24)

errk(ωi) = errk(λ̃i) (25)

Finally, the minimum number of observations ttotal that is required in order to
estimate all λi within the chosen deviation factor of errk(λ̃i) with arbitrary chosen
probability (that the estimation is wrong) errp(λ̃i) then can be derived as follows:

ttotal = maxi=1..n t(ωi, 1 − e
log(1−errp(λ̃i))

n , errk(λ̃i)) (26)

⇐⇒

ttotal = t(mini=1..n ωi, 1 − e
log(1−errp(λ̃i))

n , errk(λ̃i)) (27)

⇐⇒

ttotal = − log(1−e
log(1−errp(λ̃i))

n )

ωmin(errk(λ̃i) log(errk(λ̃i))−errk(λ̃i)+1)
(28)

Using Formula 28, we can calculate the number of observations needed in order
to estimate sending rates λ̃i with any desired precision.



4 Analysis

In order to see how Formula 28 can be used, we have applied it for different param-
eter ranges, i.e. size of the honest crowd users n, desired arbitrary small probability
that the estimation is wrong errp(λ̃i), deviation factor errk(λ̃i) and the minimum
rate of observed messages to Bob ωmin. Therewith we compute the needed number
of observations for estimate of the sending rates of all users with arbitrary pre-
cision. The results are illustrated in the form of the plots in Figure 4. It should
be also noted that, for example, on the plot where ωmin is mapped against n, the
required number of observations for a small ωmin is quite large. This is true, but it
has only a minor practical implication due to the fact, that even one doesn’t send
own messages to some third party, the observed by colluding users message rate
going to this party from the user will be reasonably high (see an example in the
next section). Therefore, usually in the practice ωmin will not have small values.
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Fig. 4. Number of observations to be made in order to break Crowds with forwarding
probability (pf ), number of honest (n) and colluding (c) jondos, required error in estima-
tions (errp) and precision factor (errk), min real sending rate of one jondo (λ0) and of
all others (λi), as well as min observed sending rate (ωmin)

Note that the value of errp and the size of the group of honest jondos n do not
have much impact on the result for the considered ranges of parameters. Therewith
it is possible to say that the provided degree of anonymity does not degrade with
a larger crowd. However, neither it does not increase with the larger user base as
usually expected in the area of anonymous communication.



4.1 Practical Application

We will provide an example on the needed number of observations in a system,
where one user does not communicate with Bob, while the others frequently send
messages. Let the number of honest jondos be n = 500, the number of colluding
jondos c = 10, and the forwarding probability is pf = 0.9. Assume that one jondo
does not send own messages to Bob λmin = 0, the required probability of error in
the estimation is errp(λ̃i) = 0.15 and the precision factor errk(λ̃i) = 1.1 (thus, the
real sending rate is ±10% from the estimated value with the probability 85%). If
all jondos except the min-th send on average with the rate λi = 10 messages per
time interval, ωmin = 9.8, and we have:

ttotal = − log(1−e
log(1−0.15)

500 )
9.8(1.1 log(1.1)−1.1+1) ≈ 169 (29)

Under the given setting the adversary has to monitor network only 169 time
intervals in order to estimate rates of all jondos with the precision ±10% and
the error probability of 15%. Even if the min-th system member doesn’t send
own messages to Bob, the average number of messages to Bob he forwards to the
colluding jondos per time interval is more than nine.

Note that the granularity (length) of the chosen time interval for rate obser-
vation does not have an impact on the overall time needed in order to estimate
the rates. This is due to the proportional dependency between ωmin and ttotal in
Formula 28. If the length of the observations’ time interval is doubled, so are the
values of ωi. This halves the number of needed observation intervals in return,
keeping the absolute observation time fix as a total.

5 Discussion

As we have seen in the previous section, the number of observations needed in order
to determine the sending rate of the jondos in the crowd with a high precision is
relatively small. This rises a question on the possibility of using the system for
users with a high demand on the level of provided anonymity.

In order to overcome the described traffic analysis it is possible to introduce
an adaptive behavior of the honest system members: each honest jondo has to
passively monitor the network in the same way as an adversary, but having only
himself at the disposal (c = 1). Doing so, it is possible to estimate the sending rate
and peers of the other jondos. Thus, a node is able to estimate the total flow of
messages to a potential peer and calculate the maximum frequency it may send
messages to this peer without being detected by an attacker. This number depends
on a maximum estimated number of colluding nodes, the existing traffic to the peer,
and the allowed error probability. Nevertheless a user should take into account that
a set of colluding nodes will be able to make more precise estimations than a single
node, thus the honest user should take into account additional discounts on the
calculated rate in order to be sure to leak as less information as possible.

A second way to circumvent this attack is to increase the own rate to the
maximum observed rate (by all honest jondos) with the help of dummy messages in
order to protect the privacy of the other members and to form a uniform anonymity
set. Adapting the sending rate to the highest rate of the honest jondos will cause the
attacker to observe an equal rate from all of the honest system members. Provided



good quality dummy messages, he will not be able to determine the original sending
rate of each user.

Please note that an adversary would not benefit from injection of own fake
messages. In case of having the maximum rate he would only cause a global increase
of dummy traffic of all other members in the system, thus making his own life
harder. On the other hand, if the colluding jondos do not obey the rules and do
not adapt to the highest rate in the system, their behavior becomes detectable
(honest jondos receive less messages from them than from any other members) and
they can be excluded from the crowd.

As opposed to DC-networks [3], having adaptive behavior in a crowd it is prov-
able that each jondo sends messages to the third party, even if they were only
dummy ones. In this case system members cannot deny their communication with
the external party, but rather have to claim that all that was a dummy traffic.

A third way to eliminate the threat of the described traffic analysis relies on
helper nodes [14] to prevent the offender from gaining such information. This is
because the discussed attack on Crowds relies on the fact that a colluding entity
receives a message from the communication initiator with a higher probability. The
basic idea behind the helper node is to always choose a single node (or one from a
small subset) as the first one to relay traffic to. If the chosen node is an honest one,
the described attack is not successful. On the other hand, the problem of finding
helper nodes is dual to the problem of the trust establishment inside of the crowd.

Making observations and using above provided computations, honest jondos can
give users a feedback on the provided level of anonymity (based on the probability
and precision factor) and, if needed, warn about the danger of consecutive requests
to the same peer. Alternatively, the communication rate can be decreased in order
to achieve the desired anonymity properties.

It should be noted that the model presented is simplified and outgoing messages
are modelled as Poisson processes which is, from our point of view, a fair tradeoff
between the analytical complexity and realism. There will definitely be fluctuations
in the rate according to the time, date, user etc. However, this is one commonly
made assumption of many researchers in the field [4].

6 Conclusion

We have provided a calculation for the needed number of observations by a set of
collaborating colluding jondos in order to determine the rates of all honest jondos
that send messages to some third party with arbitrary precision. Frequency con-
sideration is important because it eliminates false positive categorization of peer
partners, depending on the own threshold value for rate.

It was shown that Crowds can not provide perfect security for its members
under any admissible parameter values. The number of observations needed in
order to determine the sending rate of the jondos in the crowd precisely enough
can be relatively small. This rises a reasonable doubt on the possibility of using
the system for strong anonymity in an open environment.

Furthermore, we proposed an adaptive behavior for the jondos to improve the
provided degree of anonymity.
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